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Highlight Service Description

Last updated for version 24.5

Please Note: This document is updated frequently. For the latest version please go to
https://support.highlight.net/ and click on the Service Description link in the top right of the page.

Version Date Comments

24.5 17/04/2024 Update Grid 2 new column inc image, calendar controls images
24.2 16/01/2024 Update Status Heat tiles images

23.11 13/10/2023 Update Cellular Clarity for Score & RSRP, new Insights tile image
23.10 19/09/2023 Updated Switch port summary image

23.9 18/08/2023 Updated WiFi details page info & image

23.7 10/07/2023 Add Reporting Insights

23.3 10/03/2023 Replace strip chart images, remove hosts

22.12 01/12/2022 Multiple image updates for Ul changes, Users add Fed Auth
22.10 28/09/2022 Update Business Hours and Reporting API text

22.9 26/08/2022 Updated image for Grid view and performance test

22.8 10/08/2022 Updated image for performance test

22.7 08/07/2022 Updated images for Broadband & Cellular

22.5 06/05/2022 Add Reporting APl in section 3.5

22.4 14/04/2022 Pg 12 Details page image shows Line Availability

22.3 01/03/2022 Updated Broadband chart image

21.11 28/10/2021 Addition of SD-WAN tunnels and Grid View

21.8 02/08/2021 Updated Cellular Clarity image
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Highlight is a cross-technology, multi-vendor service assurance platform for network
services designed specifically for service providers and their reseller or direct customers.
The scalable cloud based multi-tenant platform currently supports thousands of businesses
through 90 countries around the world.

Highlight is designed to deliver a fast and intuitive experience in visualising network services
for first line support, service managers, enterprise IT managers, and to support exceptional
delivery of network services.

Highlight’s cloud platform collects data from the network, analyses and adapts the data in
the context of service provision, stores and visualises these data and presents it in a web
portal which is simple and easy to understand.
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Highlight combines SNMP, API and Flow technologies in retrieving key information about
connectivity services.

Publicly addressed devices may be polled by Highlight’s existing cloud agents to gather
SNMP data without requiring the customer or partner to install and host any agents. Certain
orchestrators, both public cloud (such as Meraki) or private, may be communicated with via
APls.

Where a network or orchestrator is private, Highlight bridges from the cloud into the private
address range with a Highlight agent which would be installed to run on a Windows host.
This agent (which is free of charge) secures a communication channel with the Highlight
cloud over SSL and does this outbound from the private network, meaning no additional
security firewall rules need be applied to the public internet. This enables communication
with private IPVPN estates or into enterprise LAN environments which have non-unique
‘private’ IP address ranges.

A Highlight agent is also required where Flow is to be used. Optimally, this agent would
reside in the private address space of a provider or individual enterprise as Flow data is not
recommended to be sent over the public internet.

For server specifications and architecture options in more detail, refer to
https://support.highlight.net/help/functionality/server specs and
https://support.highlight.net/help/functionality/architecture.
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Network Explorer

The Highlight Network Explorer tree is completely :| highlight ¢
customisable for any organisation’s (provider or enterprise)

% Favourites
needs.

4 i Global Enterprise

4 @ Regional Structure

User access is hierarchical allowing users to be granted 4 @ Africa
T . . . @ Northern Africa
visibility at the appropriate level seeing only locations and e
services within the folder or location at which they are # Eastern Asia
@ Southern Asia

created.

4 @ Furope
i Eastern Europe

’ . . . Wy . & Northern Europe
It’s easy to add sites of interest to ‘Favourites’ which are then B

quick to access at the top of the tree. Favourites can then be EiE LT
Ruckus Wifi

used to filter Heat tiles, or as a filter for reporting and

d Ierting. Update May 21

Users

It’s straight-forward and free to give users access to Highlight. Thus both service provider
and enterprise users can log in to access the same data. For more information see
https://support.highlight.net/help/getting started/add users . The provider will typically

have visibility of their entire estate, while individual customers see only their own networks
or links.

Single Sign On
It's also possible to set up Single-Sign On with OAuth and log in to Highlight using the same
credentials and multi-factor security as your corporate account.
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3.2.Heat tiles and Wall boards

The main window provides the initial view of the status of monitored services, presenting
unique and intuitive heat tiles which change to amber and eventually red to indicate issues.
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Highlight displays two types of heat tile:

Location tiles

Every location within the network is shown as an individual, summarised tile with chevrons
to indicate improving or deteriorating issues across stability, load and health metrics

summarised over all elements at that location:

Triangle
- Issue - Number of
occurring Remote site 2 issues
‘ Condition
worsening - Impact
Jagg Condition 2h m Meter
. . - 6 of total tile
improving Stability ~ Load Health elements with
o Time duration issues
of issues |
@ Maintenance icon Stability Load Health
@ Shows number of watches — Outages and Traffic utilisation or Performance, packet

in maintenance on hover availability issues load on a circuit

loss and line errors

© Highlight

7 of 33



highlight ¢

service assurance

Service tiles

Group watched elements of any service (router circuit, WiFi Access Point, performance
tests, etc.) from any location in the network into a single tile representing key applications,
then custom define thresholds to change tile colour based on the total number of issues:

Tile Tile with hover
Description Number of
orname watches
Ll L]
Logo Gmail Gmail
€ al al
W Google Web A
Total and Root o KBV Senvces - tead 10 89 43 Issues
recent issues = v offios > Datacentre = v breakdown
- - Nurmber of issues
per category
Threshold bar Name and path & Stability
Threshold values Name and full path Outages and
can be customised to container availability issues
i Load

Traffic utilisation or

i i load on a circui
Maintenance icon oad on a circuit

Shows number of watches
in maintenance on hover

No issues or Issues exceed

red threshold @ Health

Perfarmance, packet
loss and line errors

amber threshold
not reached

Service tiles are a unique feature of Highlight with different use cases. For example, an
aggregator or service provider may benefit from grouping circuits from different wholesale
providers or individual POPs together to quickly be aware of major service outages, or an
enterprise can group key test data measuring voice performance into a single tile
representing estate-wide VolP performance.
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Highlight’s Grid view is an extension of location tiles, designed to give quick and easy
visibility of multiple categories of networking services within a location.

The Grid view unpacks one or many locations into their common constituent parts and
displays them in Underlay, Overlay, SD-WAN Tunnels and LAN category column groups.
These categories and services are arranged as follows:

e Underlay — Ethernet, Broadband and Cellular

e Overlay — Class of Service, VLAN, Performance Agents and Uplinks

e Tunnels — Destinations of tunnels

e LAN — Switch and WiFi

e App Tests — Performance tests included in a container set to appear as a Grid column

With the status of these components displayed as a grid, scan across a location row to see,
at a glance, the status of a range of services at a location, or scan down a column to see the
status of common services over many locations.

The Grid can be customised to show only columns of interest and to automatically hide
empty columns. SD-WAN tunnel destinations are expanded to enable faster
troubleshooting.
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As corporate networking becomes UNDERLAY
increasingly complex with multiple
dependant components, the grid provides

=
- =
a quick and easy to understand view of the g 2 5
o ] =
. . 5 =
status of a network or to easily categorise e = £ g
and communicate the source of problems 3 @ 3
for service optimisation. ¥ Locat]
Broadband Clarity
Cellular Clarity

Wall Boards

It’s possible to collapse the Network Explorer tree and top navigation bar. Combine with the
F11 key for a full screen view of Highlight, especially useful for continually displaying heat
tiles on a Network Operations Centre (NOC) screen.

See https://support.highlight.net/help/getting started/user menu#twallboard view

fl » Branches
v
w
Enail Service
4 slclck ™M Gmail

I = e
'
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AIE_EM_
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Highlight refers to a monitored and reported element as a ‘watch’; a ‘watched element’. A
Watch can track the performance and health of an Ethernet or Broadband circuit, a Server, a
WiFi Access Point, and other technologies, in each case collecting metrics relevant to that
service. A watch surfaces the critical real-time information for that service in heat tiles as
described above, with more details available within two mouse clicks.

Watch Status panel and Details page

A first click on a heat tile will show Watch Status cards which present a snapshot of the
current state of each of the watches contained under the tile. Current problems show an
amber background (for new issues) or red background (for issues which have been ongoing):

9 Location X [Cn) Service X
Sydney All Watches for Regional Offices
Display B Display Sort By g
Mame ® Description csv Mame ® Description  A-Z ® lssues csv
FTTC S a Bearer "z,
External Link +NBAR Dormant ¥ Bangkok
BW: 95.0Mb on 100.0Mb
NEAR Bearer 1y HiLoad 1h
KFV_Cisco_Remote ¥ Sydney
Class 5, | = Stability 1h |
KFV_Cisco_1921_WAN_Web UDP Echo (¢ .
. Kuala Lumpur to Regional ... ¥ Kuala Lumpur
Class =,
WAN _Best_Effort Bearer Ly a
. Kuala-Lumpur_R1 ¥ Kuala Lumpur
Class =,
WAN_Email Voice 4 .
Singapore to Sydney ¥ Singapore
Class ®=;
WAN_RealTime

Then clicking on one of the cards opens the details page with the problem area indicated by
a coloured side bar on the today view.

The details page on a circuit watch contains unsmoothed data for any day, week or month
going back 366 days showing
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e Traffic Load: inbound and outbound utilisation, errors, discards, and device CPU load

e Line Availability: critical information on soft, hard and brief outages, and device

restarts
= 32
Total Peak 95% percentile
Traffic Load ’
N 30.4300 23 9
Percent ®  Actual
our 6946 157 22,
Standard = ® MinMax
0
20
Z »
10 ]
LCT ] mim
wim ®
]
o I
Tue 29-Nov-2022 03:00
Errors ® Avg IN: 5.35Mbps | 14.1%
200 ® Avg OUT:  16.27 Mbps 42.9%
150 Min IN 2.39 Mbps 6.3%
= Min OUT 3.68 Mbps 9.7%
2D ® 100 Max IN:  9.03Mbps| 23.8% _@
(@] <0 Max QUT: 59.7 Mbps 157.1%
ar
o g - Errors 0% .'IIrI"rF aut'™
- Discards: 0%
Discards —— _ CPU 0%
CPU
Sunday Monday Tuesday wednesday Thursday Friday saturday
= * 2
Line Availabllity Impacting A\ Exclusions MNon-impacting Operational Adjusted
3. 0. 0. 9995: 9995«
» [v| & Impacting (1)
> [v| & Exclusions
» (] @ Non-impacting (1) o 1
"
+| BB Event list g 'y
fis]
0 1
sunday Monday Tuesday wednesday Thursday Friday saturday
Event list Search events Showing 2 of 2 events
dh Time|Datev¥ Event Details Comment Duration Impacting
I @) 1451 | Mon 28 Nov Device restarted
I (O & 1448 Mon 28 Nov Down 3m @
A @

The details page differs for wireless Aps, switches and hosts - for these, please refer to later

sections.
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Time Zones

All information on the details page can be displayed in one of three different time zone

options with a drop-down to switch between them leporang Admin
e Location time zone (defined during setup) UTC+01:00 -~ |
e User’s time zone (as detected from their X (UTC+01:00) United Kingdom
browser) {UTC+08:00) Your time zone
e UTC (Universal Time Coordinated, the time I uTe
standard commonly used across the world,

usually the same time as GMT)

Maintenance Windows

It’s possible to put Highlight watches into “maintenance mode” when periods of downtime
are known in advance, for example due to planned maintenance.

- Bearer .
(® Bearer =, il e EPP-BEREND-12_DARTFORD-RO02
Primary ¥ sydney BW: 10.0Mb on 100.0Mb

This is beneficial because watches in maintenance mode :

e do not send alerts
e do not change the colour of heat tiles
e do not decrement availability figures in reports

Highlight indicates if watches are in maintenance. A maintenance window can be set as a
one-off or recurring event.

For more information see https://support.highlight.net/help/Status/maintenance
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Email, Webhook and SNMP trap alerts S o

With every poll (at typically between one and five minute s -

intervals depending on factors including watch type) o i

Highlight updates internal status levels for the various DemRd I T

metrics making up each watch. If a status level drops Method: Dbl 2 Wephagk DiaMiTRe
Send to: abaker@kfv-services.com i

below a configurable threshold, an ‘exception’ condition is
triggered which results in the GUI showing an amber or

Alert on type: Al v
red status for those watches, and alerts can be sent via cencton B —
email, webhook or SNMP trap. Whenissie: @ PStarts  (v) B Clears

If watch turns: . Red

During: ® All hours Business hours

Alerts can be configured to trigger when issues start, clear

or both. Alerts can also be set up for specific watch types

only — for example alert on wireless access points

For more information, see https://support.highlight.net/help/status/alert management

Alert Log
This page shows details of all sent alerts in or beneath the selection in the Network Explorer

tree. The log can be filtered to locate specific alerts sent at a particular time.

Reportin -
=iz N::work 5 inventory  Auditlog  [WAIEFELOR Status  Reporting & Nexpaer -
@ KFV Services
& w0 & anonm - % I
Date created v Alert ID Alert name Watch Problem Status
2021-05-10 09:45 55752 Cellular alert CELL_Viptela-Sh-75103-100008 CellularSignalStrength
2021-05-10 09:15 55732 Alert on all 4G-STORE-ST-IVES-776-116-R02 LinkAvailability P Red alert raised
2021-05-1009:03 55732 Alert on all 4G-STORE-ST-IVES-776-116-R02 LinkAvailability B Red alert cleared
2021-05-1008:33 55732 Alert on all HSC1921-VLAN3-InterRtr LinkAvailability P Red alert raised
2021-05-1008:30 55411 Alert with default settings HSC1921-VLAN3-InterRtr LinkAvailability
2021-05-1008:21 55320 Service desk webhook 164.39.207.21 LinkUtilisationOut B Amber alert cleared
2021-05-1008:18 55411 Alert with default settings HSC1921-VLAN3-InterRtr LinkAvailability B Amber alert cleared
2021-05-1008:18 55320 Service desk webhook 164.39.207.21 LinkUtilisationOut
2021-05-1008:15 55411 Alert with default settings HSC1921-VLAN3-InterRtr LinkAvailability
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Link SLA Non-compliance Table @D
Reporting Insights

. . . Passed ® Failed ®
e View reporting data graphically

[ |
e Compare to previous months 10 2 I I I
2™y 27 Apr May  Jun

o Display a table for additional details

There are 7 different tiles available with Link SLA
Non-compliance as an example.

For more information, see: https://support.highlight.net/help/reporting/insights

Watch Reports

On-demand and scheduled reports are a core feature of Highlight covering summarised data
going back a minimum of 500 days. On-demand reporting, available to all users, is fast and
on-screen in seconds regardless of the size of network, or alternatively scheduled reports
can be emailed to any number of recipients on a daily, weekly, or monthly basis.

Public Templates provide for most needs:

Mar  Mar Mar Mar Mar  Apr [FApF
8 Week ~ 414, (Apri 420240 « 50 U0 UE B R A IR

on: For: Sort: Period: Results: Show: (&) Filter: E Save &
All Watches v Location "WAN links" v Name v =:= Y ~ © schedule
My Private Templates
BB Busiest circuits this week Load A

Public Templates

EE Default - Highest Utilised lines (Business hours) Load A
EE Default - Highest Congestion (Business hours) Load A
ER Default - Most Errors Load A
EE Default - Link Availability Load &
EF Default - Site Availability Load &
EE Default - Top 10 bearer Issues Load &
BT Default - Burst Report Load A
EE Default - Class of Service Utilisation (Business hours) - Note: use text filter for required class name Load A&
ER Default - Broadband Clarity - Most speed changes Load 4
EE Default - VolP Performance (Business hours) Load A
ER Default - Network Performance Load &
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Edit Report Template @ X
Template name:  Bearer Congestion * Public Template (Available to all users)
Report on: - Bearer Circuits . € Schedule: ® Sending report via email
Sorted by: Congestion - For: Folder "Datacentre” =
Results: All Results & Every: Week -
To: abaker@kfv-services.com &

BB Columns: Watch Type : adiraes canbe

Path e

¥ | Location
Device Address
o Rlommm v

Y Filter: Filter text
Exceptions: Availability Health Load
Hours: ¥| Business Hours only

A public template can be adjusted to suit requirements and saved as a private template and
then run on a schedule.

Highlight reports can include automated analysis, making preparation for service reviews
between provider and enterprise faster and more accurate. Availability figures show how
each watch performed against the Service Level Agreement (SLA) with maintenance periods
already excluded.

An issue score is a number from 0 (good, no issues) to 10 (bad, several issues) which
provides a simple way to see how good or bad a watch was during the selected time period
and to compare it with other watches. Issue scores are an aggregation of several metrics.

Additional analysis is provided by exception reporting. When any metric Highlight is
monitoring (for example load or response time) exceeds its target threshold for a certain
length of time, it generates an Exception and causes the watch and its associated location
tile to change colour (green to amber and then red). The watch stays in the exception state
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until the metric returns to normal. The exceptions report counts the total number of times a
watch went into an exception state and the total time it spent in that state.

For more information, see: https://support.highlight.net/help/reporting/report suggestions

Insights. Network Inventory Audit Log Alert Log Status Reporting Admin

- Reporting (=] >« S WO =

es » W Regional Offices B UserReport | B Watch Report

Aug Sep Oct Nov Dec [U8W Feb
B Month™~ (Jan) 42024) { 53 50 93 53 93 |94 24

On: For: Sort: Period: Results: Show: [7)
All Performance Tests v Folder "Regional Offices" v = Within-Target ~  Selected Period v All Results v Bl ~

E- Save &
€ schedule

All Performance Tests for Folder "Regional Offices”

Test-Type Source Country Source Location Source Device Destination Device

UDP Echo Malaysia Kuala Lumpur Kuala Lumpur Regional Office

ICMP Echo Thailand Bangkok 1921681029 Target I + Business Hours l%

UDP Echo Malaysia Kuala Lumpur Vian111 1921 Gi0/O 01 99 ( 0.30%

MOS Test Singapore Singapore Singapore Sydney ( 92 ( 2946 %

MOS Test Singapore Singapore Remate Office HO Gateway ( 14 0 98.88 %
2573 %

Reporting API

The Reporting API makes it possible to view Highlight’s historic, summarised data outside
the Highlight Service Assurance Platform. After the initial set-up involving an APl key on a
specific folder, download monthly or daily data for all circuits including Broadband and
Cellular watches, Tunnels and Performance tests. This will show, for example, the total
availability of a line for a given period. The data can be shown in Excel, Power Bl or another
tool. If needed, Highlight data can be combined with data from other sources like an IT
service management system.

Highlight can provide templates for interactive reports in Excel and Power Bl. We also offer
professional services to assist in using the Reporting APl initially. Contact us for details about
using the Highlight Reporting API.
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Business hours

Business hours are the time periods of regular operation for a given location, for example
Monday — Friday 9am to 5pm. Highlight provides the option to use business hours when
displaying charts on the Details page, filtering report results and generating alerts. This is a
powerful way to control Highlight reporting so that calculations and values are based on
times when the location is actually working and reliant on the network, rather than being
skewed by overnight behaviour.

Sun Mon Tue Wed Thu Fri Sat
From: 00:00 ~ 06:00 ~ 06:00 ~ 06:00 ~ 06:00 w 06:00 ~ 00:00 w
To: 00:00 ~ 18:00 ~ 18:00 ~ 18:00 ~ 18:00 ~ 18:00 ~ 00:00 ~

For more information, see: https://support.highlight.net/help/admin/business hours

Inventory

The Inventory page in Highlight is a table listing device details gathered directly from the
device and updated every four hours. This contains accurate data across an entire estate
including, IP address, vendor, type, licence, serial number, last restarted date/time and
more. This data can be used for reconciliation in Finance teams or to check software
versions by Operations teams.

Devices in or et this Akdes (Tutad 41

Naeme: 1P Address. Vendor  Type Locatien Path ‘System Descrigtion Sepponts LSt Omched UT0)  List Restrted UTC)  Licemce SertdNusber  SIMICCID
i 1971t Nghight ot 1921881002 o el 1S Chwin Diwin horme — KPV Srvicn » Hormm O « A Softwars, C 1900 Softvw Aop, RI6S2Y)  12Now-19 3026 77 Mg 19 0RSS 49 Porvarmre vel FCIIRA
e-19213a Nghagreret 1921681002 Cseo dwol 219 AexBakerhome  KFV Sanvices s Home Ofcss Software, C1900 Sofmw Aop. Pem36SZ  12-Now-19 1024 27h0p19 0238 g S———t

Cro #97 SecondayHighige et V21601003 Cwo  chcollVIVaRy Ao okt Bme KOV Servicns » Mt O ¢ A Softwars, (800 Sc/rwcs Aop P65}
Musielugh-Roechighighenst 1921681174 Oso  dscoSITVAGUTEGARS  Chvis Davishome  KPVSenvices » Home Officess T 105 Sotware, 00 S0 Ao, PerR107477)

INvIPIEH  17Am 192013

12N-193026  30-Aug-19 1101

Audit Log

The Audit Log lists changes made in Highlight showing which user altered a setting and
when. It also shows system changes like auto discovered bandwidths.
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Broadband Clarity

Unstable and poor performing DSL and FTTC connections cause disruption to user
experience and, as many SD-WAN solutions utilise DSL connectivity, they can create
problems in application delivery through the SD Overlay.

Highlight visualises the dynamic sync speed of variable-rate DSL services and will establish

alerting thresholds following a learning period to understand the circuit’s ‘stable rate’:

Broadband
Bandwidth
Syne = Wad 16-Fab-2022 13:18 =
Speec 0
& Downstream b s Downstream: 30 Mbps
o
 F & & \é" «@ f P F F F F F & }b“ PR » & $ $ P

Once established, sync speed changes reflect in the health
metric presented in heat tiles and are visualised in the details

High Street Top Shops

page as below: Horley Branch RH6 ~

1h
Data is retained for 366 days, and summarised information Stability  load  Health

features in the available reports and templates supporting
proactive service management.

Refer to: https://support.highlight.net/help/details/broadband bandwidth for more detail.
See a list of supported vendors for Broadband Clarity:

https://support.highlight.net/help/functionality/vendors by feature#other features

Cellular Clarity

Cellular LTE and 3G/4G/5G circuits are increasing used for a component of connectivity
solutions either as tertiary backup lines, or active data carrying connections. All lines may
be added as watch in Highlight, and Cellular Clarity adds deeper insight through ongoing
assessment of Signal Strength values.
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Cellular interfaces may be marked as Dormant, indicating that the normal operative state of
the interface is down and on standby for when needed. Signal Strength measurement is
ongoing and gives assurance that the cellular interface will work effectively when called
upon. Highlight uses RSRP to generate a Signal Strength Score and reverts to RSSI only if
RSRP is not available. This enables Highlight to easily handle a cellular connection which is
swapping between 4G (RSRP) and 3G (RSSI).

Signal Strength Score falling below a definable threshold affects the health indicator in
Highlight’s heat tiles and an alert may be configured to trigger if crossed. Data is graphed in
the details page as below and summarised reports are also available. Changes in cell tower
ID, network and radio technology are also recorded in addition to RSRP and RSSI.

S + @
Cellular Signal e
strength Sat 30-Sep-2023 13:00
- @ Score Average 20
Standard © @ MinMax £ ®Score Min [ Max: 15t 5.0

- RSRP Average: -92 dbm aetTfg

® Tower: 2 changes
!/ & Network 0 changes
® Radio Tech 0 changes

Sunday Monday Toesday Waches day Thurs day Friday Saturday

Refer to https://support.highlight.net/help/details/cellular clarity for further detail.
See a list of supported vendors for Cellular Clarity:
https://support.highlight.net/help/functionality/vendors by feature#tother features

Nb. Dormant interface state may be applied to any interface type, not exclusively on LTE.

Highlight performance tests provide visibility of key measurements such as round-trip time
(RTT/delay), packet loss and jitter between two points on the network. These metrics give a
great overview of how healthy a connection is and are often the basis of Service Level
Agreements (SLA) between service provider and customer.
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Performance tests are managed by Highlight and are pushed out to run from either the
Highlight software agent or directly from supporting network devices. Thresholds may be
set against the results which, when breached, affect the health indicator on heat tiles.
Failure to complete the test will affect stability, with alerts configurable for either condition.

Different performance test types are graphed differently in the details page, for example, a
Mean Opinion Score test for Voice over IP, would display

e Source, target and test type

e Percent of tests within threshold

e The threshold for each metric with blips indicating issues

e  On hover, details for each period on: delay, jitter, loss and MOS as shown below

MOs i Sydney
= £ 1 Singapore

Focus ®  All Data
0.2k

160 Mon 25-Apr-2022 01:42

120 ® Average 418 ms
& ® | eMin/Max. 1 msto1,892 ms
® Jitter 313.33% 47ms

®loss 8.7%

o ®MOS: 3.1

Milliseconds

R L e B L L I TR & T S W11 L I R LA LLE R T T S SRR T RS T BRI B St 11}

Performance data is available in scheduled and on-demand reports.
Refer to https://support.highlight.net/help/details/performance charts for further detail on

available tests, metrics and presentation.
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9 Location b4
WAN and LAN circuits often carry multiple virtual overlays Sydney
such as VLANs and Quality of Service classes. Highlight E;:I:’ B Description
provides visibility into how overlay elements are running — .
and being utilised. Visually, where QoS classes (or other External Link +NBAR

overlay elements are detected) clicking a heat tile from the BV 79 OMb on 100.0MD

MEAR
Status page will show Watch Status cards giving the first -
snapshot of overlay element status: KFV_Cisco_1921_WAN_Web
Class = a
WAN_Best_Effort
One further click takes the user into the details page for the ;';':;‘E“ ) -
specific QoS class where, as with Link-Health, Highlight -
. - . Class =,
graphs the inbound and outbound utilisation, the trend, and WAN RealTime

indicators of health issues.

VLANs and tunnels overlaying a circuit are presented in the same way and may be linked
into service tiles potentially creating a single tile representing the traffic paths for critical
application groups.

Performance test data (see section 2.4) may be focused further into measurement of
performance within the overlay class, VLAN or tunnel. Several template reports exist for
overlay elements for performance assessment, capacity planning and ongoing service
management and improvement.

See https://support.highlight.net/help/functionality/discover classes and
https://support.highlight.net/help/functionality/discover_vlan for greater detail.

Highlight’s SD-WAN functionality integrates seamlessly with SD-WAN controller APIs to
provide visibility of SD-WAN devices, uplink and overlay VPN tunnels, presented as part of
the wider network. Highlight focuses on a service orientated view of SD-WAN by visualising
the key information needed to manage the service and support users.
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Device and uplink

Highlight automatically discovers SD-WAN devices and uplink interfaces and shows the
stability, load and health of these elements. When shown alongside the Underlay
connections (typically Ethernet, Broadband and Cellular) and LAN elements (Switch and WiFi
access points) via Grid View, users can see a complete view of the network infrastructure in
a location using Highlight’s single-pane-of-glass.

Highlight also holds a complete inventory on the SD-WAN estate including licence
information, which can be particularly useful as SD-WAN devices are typically licenced with
non-perpetual licences.

% Reporting

Network Inventory Audit Log Alert Log

Root » My Domain » SD-WAN Azure Agent » @8 Healthy Consulting

Devices in or below this folder (Total 3)

Name IP Address Vendor Type
Eashing MX60 213.205.194.195 Meraki MX60
Eashing MX60-S 217.158.88.98 Meraki MX60
Horley MX68w 88.97.48.34 Meraki MX68W
Highlight is designed to be used in conjunction Z s A » L0l Merad B

with the SD-WAN portal, with Highlight providing

the service orientated view across the whole network and the SD-WAN portal providing the
technology orientated view of the SD-WAN element. To facilitate easy transition between
the two portals, Highlight has included a ‘dashboard link’ from the details page to link
directly to the SD-WAN portal for further investigation if an issue is detected.

SD-WAN VPN Tunnels

SD-WAN Tunnels are virtual private network (VPN) connections between one SD-WAN
device and another. The SD-WAN central controller makes building complex VPN networks
quick and easy, but it can be difficult to understand the status of the wider network and
how the SD-WAN VPN tunnels relate to it without a combined and unified view of the whole
network.
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Highlight automatically discovers SD-WAN VPN tunnels and visualises Stability, Load and
Health information on the tunnels, in conjunction with the Underlay connectivity and LAN
elements at the same location.

Tunnel outages can be alerted on and change location tile colour red. Tunnel availability can
also be reported against, in conjunction with the underlay connectivity.
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SD-WAN VPN Tunnel Performance Tests

Highlight autodiscovers performance tests on Tunnel ™, [

tunnels and displays these. Refer to the section To: KFV-UK-Kensington
on performance tests for more details. It’s AL
possible to set thresholds on these tests and receive alerts when thresholds are breached.

You can also run reports on performance tests to track performance over time.

NBAR

Network Based Application Recognition (NBAR) is a Cisco proprietary product which uses
Deep Packet Inspection (DPI) to identify >3000 applications, including public cloud apps in
latest versions and protocol libraries.

Highlight gathers NBAR insight via SNMP, so requiring no additional agent to activate.

NBAR adds insight into the specific applications which are using bandwidth on a circuit
delivering greater understanding of how a network is used and aiding ongoing management
and service improvement.

NBAR information is presented on the details page making correlation to bandwidth
utilisation straightforward:
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Out In
T | T
I = = =
: = i =
— i =
I I |
| 8.6% Others | 7.0% Others
- 0.8% htips I: 0.8% ms-services
0.9% ms-office-365 = . 0.8% dropbox
1.5% rtp 0.9% cisco-umbrella
. 2.0% twitter I 1.0% splunk
I 2.9% cisco-umbrella = 1.0% itunes
I 3.3% icloud I g 1.0% ipsec
3.6% ms-services I u 1.3% ms-office-web-apps
I! o 3.8% facebook a 1.7% outlook-web-service
E 4.5% share-point = 2.0% binary-over-http
. 5.5% whatsapp 2.2% twitter
u 8.3% windows-azure [ | 2.2% hitp
10.2% nudunk—we | 2.6% https
10.2% ssl I 4.2% ssl
10.3% ipsec 7.7% whatsapp
l 11.3% splunk I 14.8% facebook
12.1% google-services H 48.6% google-services
0002 04 06 03 10 12 14 16 /18 20 22 All 00 02 04 0608 1012 14 16 18 20 22 All

NBAR in Highlight will present the top 20 applications, by volume from 30-minute to 1 week
granularity.

Flow
Traffic Analysis Last Hour 14:20 - 14:30 14:30 - 14:40 14:40 - 14:50 14:50-15:00 1500 -15:10 | 15:10 - 15:20
(Flow)
Top OUT Applications, by Volume Top IN Applications, by Volume
@ S
(&) Applications
) Hosts HTTPS 357157 MB  93.98% o HTTPS 39788 MB  74.64% o
O Conversations HTTP 10668 MB  2.81% o SNMP 4120MB  7.73% o
O Graph TCP Port 8888 Flow Information: HTTPS @ X
(® Data table
ThE Port: 443 Protocol: Tcp Total Volume: 357.157 MB
@ UDP Port 3389
@) e[ Conversations for HTTPS (Qutbound traffic)
@ Last hour .
Internal Host External Host Volume Percent
UDP Port 21511
192.229.233.50 192.168.100.137 21.486 MB 6.02%
UDP Port 443
292-123-185-162.deploy.static.akamaitechnologies.com 192.168.100.44 18.204 MB 5.10%
PRl server-143-204-192-29.Ihr3.r.cloudfront.net 192.168.100.114 17.607MB  4.93%
TCP Port 18082 93.184.220.70 192.168.100.137 15.908 MB 4.45%
T 23.100.48.106 192.168.100.75 14.297 MB 4.00%
23.100.48.106 192.168.100.148 12,673 MB 3.55%
UDP Port 50008
23.111.9.35 192.168.100.62 10.472 MB 2.93%
ROP 223-198-74-134 deploy.static.akamaitechnologies.com 192.168.100.44 8.759 MB 2.45%
TCP Port 587 23.100.48.106 192.168.100.93 7.684 MB 2.15%
SMB del2-phx.viv-phx.salesforce.com 192.168.100.141 5.937 MB 1.66%
4

Flow technology monitors TCP/IP sessions taking place across a Layer 3 network. Flow
provides visibility of applications running on the network, showing top sources and
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destinations, plus top conversations for each. Flow data is pushed from a network device to
a target flow collector which forms a part of a Highlight agent’s capabilities.

Flow information is presented in the details page and shows the top 20 applications, top 20
IP endpoints, and the top 10 cross conversations for application or endpoint in either
graphical or tabular form.

Traffic Analysis Out In
o ) ]
] = IS 4
® Applications E— = 2 oo €2 <0.1% Others
O Hosts exmm—— i <0.1% 1P <0.1% NTP
= G 03 <0.1% Yo Port 3223 C4 < 0.1% Highight Monsoring
Copversations = = T 01% Ldp Fort 1967 g <0.1% ROP
= ! 3 0.4% Udp Port 3481 g <0.1% Udp Port 3481
® Graph L4 0.1% Udp ot 7 <0.1% sms
y [;j“ table = 2 0.1% reghlight Monitoring — <0.1% icmp
= 0.2% Uép Port 2387 == £4 <0.1% udp Port 80
5 £ 02% woPort2127 £4 <0.1% Tep Port 2127
O 24 hour 0.2% Teo Pert 387 m.:xwmm
@ Last hour 02% Ldp Port 3480 €2 <0.1% CaM Patiorm
N L4 0.3% Carix <0.1% Tep Port 387
C1 05% Finance £2 <0.1% citrix
1.1% ons (4 0.4% snwmp
1.3% sap (4 04% ors
14% cmp. (4 03% udp Port 3479
2.2% Udp Port 3473 4 0.3% Udp Port 3389
26% Udp Port 20 08% Finance
£ SA% wrre 17% sap
2 68% s €2 158% wrre
76.7% wrTes 2 80.7% mries

09:30 09:40 09:50 10:10 10:20 AN

For fast identification of the causes of high utilisation, Flow in Highlight presents 10 minute
granularity for the past hour, then smoothing data into hourly, daily and weekly summaries.
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AppVis™

AppVis utilises Cisco’s advanced Flexible NetFlow (FNF) and the open standard IPFIX
protocol. These are evolutions of NetFlow containing more data fields and hence able to
deliver enhanced insight. Highlight uses AppVis to combine individual circuit usage at a logo
level into an aggregated view potentially across an entire WAN estate.

AppVis has a standalone page in Highlight showing applications, number of locations,
category, Class of Service, DSCP Markers, data volume and dates at which the application
was first discovered or last seen on the network.

Discovered apphcatioos. + O
- [P = oo

Usage (Hightolow] (v} 100 & 0 v "~

¥ IJ Office 365 Microsoft Office 365 2 @ 110t 18 521 M- 16 Multf - 6 A 219.56GB []
¥ Ylll.l Youtube £ 11018 25Mn 2 M - 12 Mult -6 1343768 1
¥ Eﬂ Exchange  Mcoson bxctunge 4 ® uaw 25am21 M- 6 Multi- 6 126,64 GB 1
¥ oIP security mm"“’ 10 1280019 25021 Mot 18 Multi <& 1136268 1
¥ () Romenname spem 53 (D) 1oamw  smn Mal2 M6 1110368 |
¥ @mﬁ me 53 ® noans 2521 M- 11 Multi - & 1066868 |
+ Go gle Google Services S O uoan 52 M <15 Mult -6 ~ 91768 I
v @ SharePoint  Suen » Hote 5w M0 M6 9449GB I
> g Office 2% m""“w‘ w0 @® moam 25xn21 Mt - 15 Multi - & ! 932168 1

This data insight helps discover shadow IT applications and ensure that the right
applications are receiving the correct prioritisation across the network:

I N1 Tube Youtube ] 10ct18 221 Ml - 12 Mt 6 ' 1343768 |
tube (=31 Undefned aisme
Drilldown abe o CRMEALOATA save
tube (=) Undefined siavs
outube (=) Undefed 4w
e 3 prregs wies 306 nm
oo 20ien 3t o vioeo 201vm
outube YR <) Undefined 20ms
oo 05 hov 30 o voce 2svm
Vouton 150019 o Undefined 230me
otbe Newcntie 23mar 19 v B Undefons 2asmm

Trend - June e

vk
o = - B

Currently, due to vendor limitations, only Cisco devices support this level of visibility.

Refer to https://support.highlight.net/help/functionality/application awareness for more
information across NBAR, Flow, or AppVis™.
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Enable LAN switch monitoring to get a fast, detailed picture of how switches are performing.
Highlight shows traffic levels, health issues and outages on every port, all presented in a
simple clear format. It’s possible to designate specific ports as 'critical' (for example, server
connections, wired cameras or access points). Critical ports trigger exceptions and send
alerts if there’s a problem.

Each switch will have a minimum of one Link-Health watch, typically an uplink, which may
be a logical bonded Etherchannel or Port-Channel interface, where Highlight will monitor

and alert on component ports as well as the logical uplink port.

For layer 2 ports, using a similar ‘traffic-light’ scheme, Highlight displays detected issues
visually as below:

For more detail, see: https://support.highlight.net/help/details/switches.

. Live status (today only)
Critical

Set as Live

Critical Port

Empty

Unused, idle or down
for time period

Q00 =

Unavailable
Critical port down
e B3 ¢4 5 7 BEE q Downide
(non-critical only)
Stability ) Issue indicators
load ® @ o o] © ® MNoi
oissues
Health e o é o Some issues
@® Moreissues
Empty
Stability Load Health
Detects if port went down Detects loads of over 80% Detects errors on the port
o Hover e Click
View description/alias, otherwise interface The associated critical port will be scrolled to
name or port number and opened
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Tech Info
Tech Info displays key port information on each port: speed, name, status and uptime, as
well as the chassis model, serial number, operating system and license:

L . Unused 38
1 31 GigabitEthernet1/0/31  Link to Desks 10Mb -
ays
1 32 GigabitEthernet1/0/32  Link to Desks 100Mb  Down
1 33 GigabitEthernet1/0/33  Link to Desks 100Mb  Down
1 34 GigabitEthernet1/0/34  Link to Desks 1Gb Idle 2 Days
1 35 GigabitEthernet1/0/35 Link to Desks 100Mb  Up 2 Days
L Temp link to Aruba WiFi
1 36 GigabitEthernet1/0/36 1Gb Up
(vlan4)
1 37 GigabitEthernet1/0/37  Link to Printer 100Mb  Up 2 Days
Link to Cisco 2504 WLAN Up 15
1 38 GigabitEthernet1/0/38 1Gb
controller Days
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Wireless networks are critical infrastructure
for many. Where dedicated WiFi monitoring
and management interfaces are complex,

Highlight surfaces the ‘need to know’
information across multiple vendors
including Cisco, Aruba, Extreme/Aerohive,
Meraki, Ruckus and Ubiquiti.

The metrics gathered at every sample interval contribute to heat tiles and are presented in
the details page for each AP. Metrics gathered are shown below:

Affects Information Details
|I'I| AﬁJg:?C Total volume of Wireless traffic flowing in and out of the Access Point (AP)
AP e .
lI'Il Utilisation The percentage utilisation of the two radio channels, 2.4GHz and 5GHz, on that AP

Whether a AP is up or down. This considers (a) connectivity to the AP is up and running, and (b) each
- radio on the AP is up and working. If any of these report down from an operational perspective, Highlight
-_— AP Status reports a problem with the AP. 'Administrative’ down status (where the AP or an interface has been
deliberately shut down by the administrator) will not show as an outage or trigger an alert. Highlight also
detects reboots of the AP and shows them as events / blips.

|I'I| Client Count The number of client devices connected to the AP

Highlight derives a metric to indicate congestion level on the AP radio networks. For consistency with
other types of link, the metric used is the percentage of send attempts that require retransmissions. Since
. Congestion a certain level of retries is entirely normal, Highlight looks for retry levels above a certain threshold which
Admin users can configure to avoid spurious alerts. Congestion is not calculated unless traffic volumes are
more than 1 frame per second.

Highlight gives an indicative picture of how well clients are connecting by monitoring the percentage of
connected client devices which are reporting poor signal strength (poor signal means SNR (Signal-to-
Moise Ratio) of 1 or 2 bars (under 20 decibels).

. Signal

Problems

lI'I' AP CPU

Load The CPU Utilisation / Load on that AP, as a percentage
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Wireless Client information
The wireless controller details page provides client count and utilisation for each Access
Point. For each client Highlight shows

e Signal strength e Wireless channel
e C(Client name e SSID
e Device type e Client IP address
e Associated AP e Data usage
e AP location e Connection duration
A 2
Access point usage Captured: € 13:31 on 22 Oct 2019
| All Access Points
O Clients | aironetl
@ Utilisation ) sanets
$ AtoZ -
70 80 %0 100
Clients on: Showing 23 of 23 clients on selected Access Points 3
et s Signal Name Device AP 'WAP Location Channel  SSID P Usage Duration
—mnll Unknown HTC Corporation aironetl  Dev/Sales B Highlight Guest 172.30.100.111 558.20KB  Not Returned
= Unknown Unknown aironet1 Dev/Sales 11 Highlight Guest 172.30.100.128 8.09 MB Not Returned
_uill  Unknown Unknown aironet1 Dev/Sales e Highlight Guest 172.30.100.131 27.68MB  Not Retumed
_-ulill  Unknown Apple, Inc. aironet1 Dev/Sales aa Highlight Guest 172.30.100.121 270.79 KB Not Returned
1 Unknown Unknown aironet1 Dev/Sales 11 Highlight Guest 172.30.100.113 459 KB Not Retumed
_-ulill  Unknown Unknown aironet1 Dev/Sales @l Highlight Guest 172.30.100.114 5.55M8B Not Retumed
_ulill  Unknown Apple, Inc. aironet1 Dev/Sales aa Highlight Guest 172.30.100.130 9.69 MB Not Returned
_alll  Unknown Unknown aironetl Dev/Sales 44 Highlight Guest 172.30.100.115 6.95MB Not Returned

Page 1 of 3 (23 results) ° °

Note that all wireless vendors provide different levels of detail.
Refer to https://support.highlight.net/help/details/wifi by vendors

Wireless Access Point details

The wireless AP details page presents
e Access Point chart showing volume, CPU and Availability
e Client Count with Signal Problems
e Channel Load with Congestion
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Refer to https://support.highlight.net/help/status/wifi for information in greater depth.
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